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Abstract—Routing protocols such as BGP and OSPF are key components of Internet Service Provider (ISP) networks. These protocols and the operator’s requirements evolve over time, but it often takes many years for network operators to convince their different router vendors and the IETF to extend routing protocols. Some network operators, notably in enterprise and datacenters have adopted Software Defined Networking (SDN) with its centralised control to be more agile. We propose a new approach to implement routing protocols that enables network operators to innovate while still using distributed routing protocols and thus keeping all their benefits compared to centralised operators to innovate while still using distributed routing protocols. We extend a routing protocol with a virtual machine that is capable of executing plugins. These plugins extend the protocol or modify its underlying algorithms through a simple API to meet the specific requirements of operators. We modify the OSPF and BGP implementations provided by FRRouting and demonstrate the applicability of our approach with several use cases.

I. INTRODUCTION

During the last decades, the requirements imposed on enterprise and ISP networks have changed drastically. The first enterprise networks simply provided a “best effort” service and were not attached to a public network. Today’s enterprise networks need to support Quality of Service [13] and include security feature to protect them from attacks originating from the Internet. ISP networks also face similar problems, but at a much larger scale [31], [10]. Internet traffic continues to grow quickly and ISP networks need to scale to sustain the load. To cope with these changing requirements, network operators are forced to innovate.

Innovation is defined by the Merriam-Webster dictionary as the introduction of something new. As an extension, we can define network innovation as the introduction of new features inside an enterprise or ISP networks. The introduction of a new feature is often done in three phases: design, implement and deploy. During the design phase, the network operators propose new abstract solutions and evaluate them. One of the proposed solutions is then implemented before being deployed in the network after successful tests in labs.

The Software Defined Networks (SDN) [39] accelerate innovation in networks by using centralised controllers that program flow-tables on the network switches and routers. Thanks to these centralised controllers, researchers and network operators can implement a wide range of services that are difficult to support with traditional routing protocols (see the references cited by Kreutz at al. [36] for a long list of examples). Some companies rely on SDN for parts of their network [33], but SDN has not replaced traditional routing protocols like BGP and OSPF/IS-IS.

In practice, deploying a new service inside a large ISP network can be difficult. Such a network is rarely composed of homogeneous routers produced by the same manufacturer. Most networks gather different types of routers from different vendors [10], [18]. The characteristics of a software-based virtual router used in a datacenter are different from those of an access router that connects a remote branch office or a backbone router that support hundreds of terabits/sec of traffic. Still, these different routers support the same packet format (IP) and implement the same standardised routing protocols (OSPF [41], BGP [47]). This standardisation ensures interoperability among routers from different vendors. However, it can also delay innovation as router vendors usually only implement features that have been standardised.

To illustrate the difficulty of deploying extensions to routing protocols, let us look back at the evolution of several BGP and OSPF extensions whose deployment has been documented. The BGP communities [48] play an important role in scaling BGP routing policies by enabling network operators to tag routes and then apply the same policies to the routes that carry a given tag. Various use cases of this attribute have been documented [12], [23], [49]. This BGP attribute was designed when BGP used AS numbers encoded as a 16-bits integer and the high-order bits of the BGP communities contain an AS number. As BGP evolved to support 32-bits AS numbers [54], it became necessary to support wider BGP communities. Since 2009, the new ISPs receiving 32 bits AS numbers by default were unable to define their own BGP communities according to the existing standard [48]. Several encoding for BGP communities that support 32-bit AS numbers were proposed since 2002 [1], [46]. Unfortunately, discussions did not converge within the IETF and it took more than fifteen years to finally agree on the BGP Large Communities specification [29]. The redaction of this document took less than year, probably a record for the IETF and implementations were released in the following two years 1. The first ISP that received a 32-bits AS number in 2009 had thus to wait more than a decade to be able to use its assigned BGP communities.

Another example is the BGP extensions to support the traffic engineering performance metrics [22]. The development of
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these extensions started in 2013 [58]. Six years later, it is now supported by only two vendors. There are still ongoing discussions within the IETF and it remains difficult for ISPs to deploy this extension unless they exclusively use routers from the two vendors that support this extension.

A third example is the so-called add-path BGP extension [55] that enables a router to send several paths towards the same prefix over a single BGP session. The first discussions for this extension started in 2002 [56] and the IETF approved it in 2016. The first implementations were reported in 2011 and then mainly in 2014.

A fourth example is the OSPFv3 LSA extensions [37] that extend the LSA format by encoding the existing OSPFv3 LSA information in Type-Length-Value (TLV). Thanks to these TLVs, it becomes easier to use OSPFv3 to flood other types of information than those covered by the standardised LSAs. The first discussions on this extension started in 2013 and only two implementations have been confirmed.

These examples show that while standardised routing protocols have clear benefits in terms of interoperability, it often takes half a decade or more before network operators can deploy new network services that require protocol extensions. Large companies like Facebook have reacted by implementing their own proprietary routing protocol [28], but there are no indications of its adoption outside Facebook.

In this paper, we propose a compromise between the flexibility of SDN where network operators can implement their own code and the benefits of distributed routing protocols. We focus on OSPF and BGP, but the solution that we propose is applicable to other routing protocols with some implementation effort. More precisely, we propose three main contributions in this paper.

- First, we propose in Section II to organise the implementations of routing protocols so that a network operator can extend the implementations used on her routers to support new protocol features.
- Second, we demonstrate that such an architecture can be implemented in the OSPF and BGP daemons of FRRouting.
- Third, we demonstrate in Section III, several use cases showing the benefits of our proposed implementation architecture.

We conclude the paper in Section V with a discussion of the benefits and drawbacks of our proposed approach.

II. PLUGINSIZING A ROUTING PROTOCOL

In this section, we propose a new technique to extend and enhance routing protocols and their implementations. Today's commercial and open-source implementations of routing protocols act as black boxes. From a high-level viewpoint, an implementation of a routing protocol can be represented as in Figure 1. The implementation is modelled as a Finite State Machine (FSM) that exchanges routing messages with other routers. The RFCs describe in details how and when protocol implementations should send and react to specific packets. This FSM can be configured through the command line interface, SNMP MIBs or Netconf and compute routing tables that are pushed in the FIB. With this blackbox model, any extension to the protocol requires a replacement of the FSM.

We envision a different implementation model. From a high level viewpoint, our model is represented in Figure 2. We introduce three main modifications compared to the blackbox model. First, the protocol implementation provides a simple API that contains a set of functions that expose the protocol state. For example, an OSPF implementation typically includes functions to add or remove LSAs from the link state database, a BGP implementation includes functions to parse and encode BGP messages. Our second modification is that we allow the FSM that implements the protocol to be extended by adding one or more states, adding one or more transitions or replacing existing transitions. Figure 2 shows the FSM that enables the core part of the routing protocol in black and two extensions in red and blue. Our third modification is that we introduce plugins. A plugin is some executable code which can be executed inside a routing protocol implementation. A plugin can use the functions provided by the protocol API and extend the finite state machine. These plugins enable network operators to design their own extensions to routing protocols and deploy them in their networks without having to wait for their standardisation and adoption by multiple router vendors.

In SDN networks, operators can implement new services as software running on a centralised controller that interacts with the network devices through the Openflow protocol [39]. SDN controllers support different programming languages and a range of services have been implemented on them [36]. A network operator who wants to deploy a new service as a plugin would like to implement it once and deploy it on all routers inside her network.

The proposed deployment model has several important consequences on the implementation of our plugins. First, it
must be possible to execute a plugin on different types of routers that use different CPU models. This implies that either a plugin will be written using a programming language which can be interpreted by the protocol implementation or that it will be compiled into bytecode which is supported by a Virtual Machine that is included in the protocol implementation. Second, OSPF and BGP daemons are always active and it should be possible to extend them without restarting them. Third, since a plugin runs inside the OSPF/BGP daemon, there is a risk that an incorrect plugin could jeopardise the protocol state or even crash it. To cope with these three requirements, we compile the plugins into eBPF bytecode that is executed by a virtual machine that we include in the protocol implementation.

We provide more details on how we extended one implementation of BGP and OSPF to support plugins in the next sections. We first describe the key points of our solution in Section II-A. We detail the management of the memory in Section II-B. We then provide the details related to the OSPF and BGP daemons in Sections II-C and II-D.

A. Pluginizing FRRouting

To demonstrate the feasibility of this approach, we apply it to the OSPF and BGP daemons of FRRouting\(^5\). FRRouting (FRR) is an IP routing protocol suite for Linux and Unix platforms which includes protocol daemons for BGP, IS-IS, LDP, OSPF, PIM, and RIP. It was forked from Quagga and is actively maintained. We used FRRouting version 6.

To alter the behaviour of both OSPF and BGP, we rely on a user-space implementation of the eBPF [17] virtual machine called uBPF [32] that we linked to the FRRouting daemons. The main advantage of this virtual machine is that it supports the same bytecode as the eBPF virtual machine that is included in the Linux kernel. It can thus benefit from the different tools that have been written to compile bytecode for the Linux kernel. The uBPF VM can load executable eBPF bytecodes and either interpret them or compile them to x86 assembly with its own JIT compiler. Like the eBPF VM of the Linux kernel, it includes a verifier that checks the validity of the loaded bytecode. The uBPF verifier checks (1) all instructions are valid opcodes, (2) there is an exit instruction, (3) there is no forbidden operations such as division by zero, writes to read-only registers or invalid jumps, and (4) the memory accesses remain either in its stack or a provided memory area.

Now that the routing daemon includes the uBPF virtual machine, we need to discuss how the daemon must be restructured to enable it to be extended by using plugins. An implementation is organised as a series of functions that process and send packets as well as compute routing tables. These functions are the concrete implementation of specific states of the FSM protocol in a programming language such as C. Henceforth, to enable the modification of the protocol, we use these functions and make them pluginizable. These serve as insertion points where a network operator can decide to attach plugins compiled in eBPF.

More precisely, one plugin is associated with one routing function and is subdivided in three different parts, called anchors, offering a fine granularity on the code injection location. Consider the original function \(f\). The anchors are illustrated in Figure 3 and are defined as follows.

- **PRE**: the eBPF code is executed just before running the body of the function \(f\). This anchor can for example be used to load required data inside the plugin or for monitoring purposes. For example, the PRE anchor can monitor the FSM state transition to track the progress of the protocol. Any number of bytecode can be attached in this mode. They are then executed in a non-deterministic order, but they always terminate before the actual call of the function \(f\). Bytecodes attached at PRE anchors only have read-only access to the routing daemon variables. If no eBPF code is present, this insertion point resumes to a no-op.

- **REPLACE**: the eBPF bytecode is executed instead of the original code of the function \(f\). Only one bytecode can be attached in this mode, and the absence of injected code reduces the REPLACE mode to the original implementation of the function \(f\). This implies that a network operator can dynamically replace one of the functions of the underlying implementation in deployed routers. Bytecodes in REPLACE anchors have read and write accesses to the routing daemon variables. This enable plugins to change main protocol algorithm such as the shortest path computation in the OSPF protocol by including custom network metrics. REPLACE can also be used to suggest new protocol features by redefining the definition of BGP import and export filters. BGP implementations typically propose a domain specific language (DSL) to design filters, but lack flexibility when designing complex filters. Traditional routing protocols implementations cannot rely on other type of information that the DSL proposes. eBPF can overcome this limitation since it has access to the arguments of the protocol function containing more information than DSL might propose.

- **POST**: this mode is similar to the PRE one, except that the eBPF code is executed just after running the body of the function \(f\), just before returning to the function it was called from. Bytecodes attached at POST anchors only
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have read-only access to the routing daemon variables. As
PRE function, the POST anchor can be used to monitor
the time taken by protocol functions such as compute
time in the Dijkstra algorithm in OSPF. In this case, both
PRE and POST are required to track the time when the
function starts and ends.

![Diagram of function insertion points](image)

**Fig. 3.** Insertion points for eBPF Plugins inside routing functions.

Each pluginizable function has a name that uniquely identi-
tifies it. Such convention allows network administrators to
easily attach and remove their eBPF scripts in a key-value
data structure. Furthermore, such human-readable identifiers
provide a convenient interface to dynamically change the
data structure. Furthermore, such human-readable identifiers
easily attach and remove their eBPF scripts in a key-value
map. This map is, of course, accessible
to the user. These multiple VMs are stored into a map, each being
associated to a plugin. This map is, of course, accessible
through our extended uBPF API inside the routing daemon.

### B. Memory Management

One of the motivations of using VMs is their isolation from
the routing daemon they are attached to. In addition, the eBPF
instruction set is quite small and simple, making it easier
to control their operations. However, plugins may require
more information from the implementation than the initial
arguments provided to the VM. To exchange information with
the routing daemon, FRRouting registers a set of functions
that are made accessible to the uBPF VM, and therefore
the plugins. As both pluglets and FRRouting are written in C
language, plugins could theoretically access any memory
location within the routing daemon. In practice, this could
create stability problems if badly written eBPF code tries to
access invalid memory locations. Furthermore, it would make
plugins very dependent on the FRRouting internals that may
change over time. To ensure the stability of the executable
that combines the routing daemon and the eBPF plugins, we
leverage the uBPF VM to control the memory that a given
plugin can access. This is done through different techniques.

First, the routing daemon exposes through an API a set of
getter and setter functions to access the main data structures
(packets, LSDB for OSPF, RIB for BGP, etc.) maintained by
the routing daemon. These functions are part of the modified
routing daemon. They also verify the validity of their input
parameters.

Second, the different pluglets composing a given plugin may
need to collaborate together by exchanging information. Each
pluglet is supported by one instance of the uBPF VM and has
its own stack. To address this requirement, FRRouting keeps
a dedicated context for each plugin. Thanks to this context,
we can associate a plugin specific heap that is shared among
the different pluglets that compose a plugin. These pluglets
can allocate and free memory in their shared heap by using
functions that are similar to `malloc(3)` and `free(3)`. This
is illustrated in Figure 4. As we want to keep control on the
memory used by the plugins, we do not directly expose the
associated functions of the C library. Rather, we reimplement
some of them like `memcpy(3)`, `malloc(3)` and `free(3)`
and expose them to the uBPF VMs. In addition, the API of
the routing daemon provides functions for pluglets to map an
area of the plugin heap to a plugin specific identifier. Such
mechanisms enable collaborative pluglets to retrieve a precise
memory area while providing isolation between plugins.

### C. Pluginizing the OSPF Daemon

The previous sections describe the generic techniques that
are required to add plugins to a routing daemon. In addition,
the routing daemon also needs to expose specific OSPF
functions that the plugins can use. We briefly describe these
OSPF functions and the insertion points in this section.

The insertion points of an OSPF daemon are the protocol
functions where eBPF plugins can be attached. These insertion
points depend on the features that eBPF plugins need to sup-
pport. Our current prototype includes several insertion points.
We briefly describe some of them. The SPF_CALC insertion
point corresponds to the function that computes the shortest
paths. The OSPF_SPF_NEXT insertion point corresponds to a function which is part of the SPF calculation process that implements Section 16.1 of the OSPF specification [42]. The HELLO_SEND insertion point corresponds to the function that sends Hello packets. The LSA_FLOOD insertion point corresponds to the function that floods the received LSAs. The ISM_CHANGE_STATE insertion point corresponds to the function that is called when an interface changes the state of its Interface State Machine.

The OSPF API also exposes some functions to the plugins. First, we expose functions used to get/set some OSPF internal structures. For example the get_ospf_area function is used to get a copy of an OSPF area structure from OSPF while get_ospf_area can be used to set an OSPF area structure to a desired value. Such functions are provided for most of the important structure maintained by OSPF. We also expose functions from the implementation that can be useful for plugins. Examples of such functions are plugin_ospf_flood_through_area that allows to flood an LSA through an area and plugin_ospf_lsa_install that allows to install an LSA in the router’s LSDB.

**D. Pluginizing the BGP Daemon**

The BGP daemon is also extended similarly. We add insertion points on functions receiving BGP messages from neighbours, on filters and inside the decision process. We also expose specific functions to the plugins that are executed by the uBPF VM.

Our BGP API exposes two types of functions to the eBPF plugins. First, there are functions to access/modify some elements of the data structures maintained by the BGP daemon. For example, get_cmp_prefixes is used to retrieve two prefixes received during the BGP decision process. The first one is a prefix received from the remote peer when it has sent a BGP Update message. The second prefix is one prefix already present in the Adj-Loc-RIB. The get_attr_from_prefix returns the attribute structure related to the prefix sent by a remote peer. The as_path_from_prefix function returns the AS path related to a prefix while the get_attr_from_path_info returns all the attributes of the prefix passed as argument. The get_community_from_path_info extracts the BGP community structure associated with a given path.

Our BGP API also includes functions that manipulate and compare BGP messages or their attributes. These functions are typically used by the BGP decision process and will be used for one of our use cases. Example functions include aspath_cmp that compares two AS paths, aspath_count_hops that returns the number of ASes contained in a given path, similar functions for the MED or other BGP attributes or the peer_sort which determines where a peer is an eBGP or an iBGP neighbour.

**III. USE CASES**

In this section, we describe four examples showing how network operators and researchers can leverage the proposed plugins to extend a routing protocol.

First, we demonstrate in Section III-A that we can use plugins to extract and expose internal protocol information for monitoring. Second, we show in Section III-B plugins changing the protocol packet format and its interpretation in the OSPF route computation. Third, we show in Section III-C plugins describing more expressive BGP filters. Fourth, we demonstrate in Section III-D that plugins can also modify the BGP decision process.

**A. Monitoring routing protocols**

One of the most popular use cases for eBPF in the Linux kernel is to monitor various events that occur inside the kernel in an efficient and non-intrusive manner. Similarly, we added monitoring facilities to the BGP and OSPF implementations in FRRouting.

To illustrate the monitoring capabilities of our proposed plugins, we have designed and implemented both a BGP and an OSPF monitoring daemons that interact with plugins running on the routing daemons and exports statistics using IPFIX [9]. Those statistics are aggregated by the daemons and exported to an IPFIX collector.

To monitor the BGP routing daemon, we implemented several BGP plugins that are attached at PRE anchors at several insertion points. Some of these plugins monitor specific BGP messages. For example, our plugin monitoring the Open messages, used to start a BGP session, is composed of 50 lines of C code and uses 16 external calls. Similar plugins are provided for the Keepalive and Update messages. Besides monitoring the received BGP messages, one plugin also measures the time required to run the BGP decision process. We have also implemented plugins that track specific IP prefixes or analyse the received AS Paths to enable the operator to provide more detailed statistics. Finally, we built plugins in charge of both monitoring withdrawn and rejected routes. The last one provides the reason of the reject decided by BGP import filters. We study the performance impact of these plugins in Section III-C.
We also implemented similar plugins to monitor OSPF. These plugins are inserted at the PRE and POST anchors of different insertion points. With plugins shorter than 10 lines of code, we can monitor things such as the execution time of the SPF calculation process, the number of Hello packets sent or the LSAs flooded by a router.

B. More flexible OSPF route computation

One of the benefits of our proposed plugins is that it is possible to extend the routing protocol. As an illustration, we implement a new type of OSPF LSA and update the shortest path computation algorithm. This idea is similar to the flexible IGP algorithm that is currently being discussed within the IETF [44]. We do not adopt the syntax proposed in the IETF drafts, but the idea is similar.

We first define a new OSPF LSA (type 13). This LSA is similar to the normal router LSA (type 1), except that we associate an additional metric (as an integer) to each link. We use this additional metric to represent the colour of each link. This plugin is implemented by using about 100 lines of code and is inserted in the SPF_CALC insertion points. This LSA is then flooded inside the network.

Our second plugin is attached at the OSPF_SPF_NEXT insertion point at REPLACE anchor. It modifies the ospf_spf_next() function which implements Section 16.1 of the OSPF specification [42]. In this function, the LSDB is represented as a directed graph. The ospf_spf_next() function examines the links in the LSAs of the first vertex from the candidates list. Then it updates the list of candidates with any vertices that are not already on the list. If a lower-cost path is found to a vertex already present in the candidate list, it stores the new cost. We rewrite this function as an eBPF plugin to support colour constraints. For each router LSA that is examined, we check if there is a corresponding (same router-ID) LSA of type 13 in the LSDB. If yes, we check for each link the colour of the link. If it is green, we continue normally, if it is red, we ignore the link. This plugin is implemented in about 160 lines of C code.

As an illustration of the utilisation of this new LSA, we simulated the network topology shown in Figure 5. In this network, all the links have a cost of 100. With the standard Dijkstra algorithm, router R1 uses its direct link to reach both R2 and R3. With our type 13 LSA, R1 advertises a different colour (red) for the directed link between itself and R3. This LSA is flooded in the network and our second plugin running on the different routers computes the routing tables without considering the red link. In this configuration, R1’s routing table forwards packets destined to R3 via R2. On the other hand, R3 continues to use its direct link to reach R1.

To evaluate the performance of these OSPF plugins, we loaded the OSPF router with the topology of the GTS Central Europe network from the Internet Topology Zoo [35]. It contains about 150 nodes and the same number of edges. This is one of the largest topologies from this public dataset which makes it a good candidate to evaluate this plugin overhead.

We used this experimental setup to evaluate the memory and CPU consumption of our plugins. For this, we consider three different versions of the OSPF daemon: (i) the vanilla OSPF daemon from FRRouting version 6, (ii) our flexible OSPF daemon but without any plugin and (iii) our flexible OSPF daemon with two plugins installed (the two plugins that allow changing the Dijkstra computation using our new type of LSA). Looking at the memory consumption, we observe that without plugins, our flexible OSPF daemon consumes 4.93 MBytes of memory while the vanilla one only consumes 4.85 MBytes. This difference is due to the additional data structures required to support the management of plugins. With the two plugins loaded, the memory consumption grows to 5.23 MBytes. The difference between the flexible OSPF without plugins and the one with plugins is due to several reasons. First, a 64 KBytes heap is dedicated to each plugin when it starts. This heap remains allocated for the future executions of the plugin. Second, the bytecodes of the plugins consume between 1 and 10 KBytes per plugin. Third, when bytecodes are injected, the implementation stores some more metadata related to it and the uBPF VM also maintains data related to the VM state. All this together leads to about 300 KBytes of overhead for two plugins. This seems reasonable for today’s routers.

To evaluate the CPU cost of the plugins, we focus on the computation of the shortest paths, which is the most important algorithm used by an OSPF daemon. To measure the CPU time required to compute the shortest path, we rely on the following experiment. We start the router under test, let it download the entire LSDB from its neighbour and measure the time required to compute the shortest path after the full transfer of the LSDB. Figure 6 provides the CPU times measured over 50 different runs with four variants of our flexible OSPF daemon. Our baseline is the vanilla OSPF daemon which takes on average 5.34 msec to compute the shortest paths. Our flexible OSPF daemon takes roughly 5.49 msec without plugins and slightly more with the monitoring plugins.

The eBPF plugins can either be interpreted or compiled by the JIT compiler of the uBPF VM. The plugin that supports our Type 13 LSA inside the shortest path computation is composed of about 160 lines of C code. It is executed for each node/edge visited during the shortest path computation. When this plugin
Our proposed eBPF plugins enable network operators to write BGP import filters as eBPF plugins. We developed several BGP import filters as eBPF plugins to illustrate the flexibility of our proposed architecture and evaluate the performance impact of these new filters. Our first plugin is used as an import filter. It simply parses the AS-Path and route-maps which can match on other attributes such as BGP Communities, the origin of a route, the peer that announced a route. Such filters are widely used by network operators [14] and some router configurations contain thousands or tens of thousands of lines of configuration files to specify them.

Although route-maps are the most flexible BGP filters, their configuration might become cumbersome and complex [14]. Our proposed eBPF plugins enable network operators to write filters in C code which is much more expressive than the ad-hoc languages that have been defined by router vendors to support filters. Furthermore, such eBPF filters could access to additional information, such as the current state of the protocol.

The filtering process is supported per peer and per prefix and defined in a single function inside FRRouting. We added an insertion point for the eBPF virtual machine inside this function. Given that the order of the application of the filter functions can be important for the decision of the filter, we allow the network operator to specify the order in which different REPLACE plugins will be executed for this filtering function. These REPLACE functions are actually multiple dummy no-ops anchors that are executed before actual FRRouting filtering function.

An eBPF plugin for the filtering function can return three different results: FILTER_DENY if the filter has decided to reject the route, FILTER_ACCEPT if the filter has decided to accept the route and BGP_CONTINUE if the next filter needs to be applied. The uBPF virtual machine executes the different BGP plugins in the order specified by the network operator when it loaded them and stops the processing as soon as one of them returns FILTER_DENY or FILTER_ACCEPT.

We previously mentioned that a filter could modify protocol variables. As for traditional filters, the virtual machine enables an eBPF filter to modify attributes such as the local-preference, the MED, the AS-PATH (for path prepending for example), BGP communities, etc. The eBPF filters can also read the current RIB of the BGP router. This could bring new filter possibilities based on the RIB content.

Another advantage of eBPF filters is that it becomes easy to manipulate BGP communities. Many network operators use BGP communities for a wide range of purposes [12]. Measurements indicate that BGP routers rarely remove the BGP communities that upstream routers attached. This increases the size of the BGP routing tables and the memory consumption on routers and opens a range of operational problems [49]. With eBPF, the programmer defines which communities to match without maintaining a list of prefixes as current route-map. An eBPF filter can easily add, delete and compare BGP Communities since the filter is written in C.

We developed several BGP import filters as eBPF plugins to illustrate the flexibility of our proposed architecture and evaluate the performance impact of these new filters. Our first plugin is used as an import filter. It simply parses the AS-Path as only accepts the routes advertised by an odd-numbered AS. This filter only requires 5 lines of C code. We do not expect that network operators who want to use it in their network, but we use it as a simple benchmark to evaluate the performance impact of the eBPF plugins.

Our second eBPF plugin is more useful for network operators. The BGP routing tables in the default-free Internet continue to grow. Recent data [6] shows that routers of Route-View project need to carry more than 800k routes. Recent routers can easily handle such large routing tables, but many smaller ISPs and enterprise networks still use older routers that have limited memory. On such routers, it makes sense...
to only accept a subset of the routes to avoid overflowing the available memory. Many ISPs use filters to block IPv4 prefixes that are too long (e.g. /24) [53], [7]. However, these filters block some legitimate prefixes. Measurement studies have shown that a small fraction of the ASes that advertise prefixes are responsible for the pollution of the BGP routing tables by advertising many more specific prefixes that are covered by a less-specific one [7]. Some ASes advertise both a /20 IPv4 prefix and all the /24 subprefix that it contains.

Our second eBPF plugin automatically detects those ASes that de-aggregate their large prefix and only accepts the first 4 more specific prefixes that are included inside a larger one that is already included in the router’s RIB. This eBPF plugin is implemented in 19 lines of C code. When a BGP route is received, the eBPF plugin verifies whether it is already covered by a less specific prefix that already includes 4 more specific prefixes. If so, the route is rejected, otherwise it is accepted.

To evaluate the performance of these two filters, we consider the simple scenario shown in Figure 7. Router R1 uses exabgp to inject a BGP routing table containing 200K entries to router R over an eBGP session. Router R uses different versions of FRRouting. The machine running router R is equipped with Intel(R) Core(TM) i3 CPU 540 @ 3.07GHz running on Linux kernel 5.0.13, 12GB of RAM and 1 Gbps NIC.

Our baseline for the evaluation of the performance impact of the eBPF filters is the utilisation of FRRouting without any filter. We add to FRRouting an eBPF plugin that monitors the insertion time of each prefix in the router FIB. Thanks to this plugin, we plot on Figure 8 (dotted blue curve) the time required to process the BGP updates received from R1. The green curve shows the time required to process the same BGP updates with our second eBPF plugin that filters the more specific prefixes. This filter rejects 13k of the 200k routes and only increases the processing time by 5.4%. The eBPF filter that rejects the routes advertised by an odd-numbered AS processes all the BGP routes in only 12.23 seconds, but it rejects half of them. Since it rejects many routes, the BGP daemon has to perform less computation than when there is no plugin.

The dotted magenta curve on Figure 8 shows the time required to process all the BGP updates sent by R1 without any filter but with the 7 eBPF monitoring plugins described in Section III-A installed.

1For this evaluation, we really on the BGP routing table from Spotify’s super-smash-brogp project, see https://github.com/spotify/super-smash-brogp.

D. Pluginizing the BGP Decision Process

Our last use case is the BGP decision process. This is a key part of the BGP daemon that controls the selection of the best path towards each destination prefix. Network operators use various techniques to influence the selection of these best paths [15], [45], [50]. Some routers can be configured to skip some steps of the BGP decision process or slightly modify their behaviour [16]. For example, many BGP implementations support a configuration parameter to always compare the MED attribute even between routes that were received from different peers.

In the FRRouting BGP daemon, the decision process is implemented as a single function (bgp_path_info_cmp). We refactor the FRRouting code to organise this function such that it now calls one specific function per step of the BGP decision process. Each of these steps is then implemented as a separate function. These functions are all implemented following the same pattern. They compare a new path with the best one that is already present in the BGP routing table. If the new path is strictly better based on the attributes that are compared in this step of the decision process, then the function returns BGP_COMP_SPEC_2. If the best current path is strictly better than the new one, the function returns BGP_COMP_SPEC_1. If the two paths are equivalent according to the attributes considered in this step of the decision process, then the return value of the function returns the next step that needs to be executed. This makes it possible to fully customise the BGP decision process, not only replacing one step with another, but changing the order of the rules of the BGP decision process.

Thanks to the utilisation of eBPF plugins, network operators can easily tune the BGP decision process of their routers. Many network operators use BGP communities to tag the Point of Presence (PoP) or the city where a given route was learned [12]. We leverage this to implement a variation on hot-potato routing that uses the geographical distance between PoPs to prefer one route over the other. Each PoP is encoded as a BGP community and our eBPF plugin contains a table with the latitudes and longitudes of all the PoPs of the ISP. When two routes are compared, the eBPF plugin computes the
distance between them based on the geographical coordinates of the PoPs where they were received and always prefer the closest one. This eBPF plugin is implemented in 148 lines of C code.

To evaluate the cost of using eBPF plugins within the BGP decision process, we reimplement all the steps of the decision process as plugins. In FRRouting version 6, there are 14 different steps of the decision process. The eBPF plugin that supports the local-pref attribute requires 51 lines of code. This is one of the simplest steps of the BGP decision process. The most complex eBPF plugin is the one that compares the IGP cost towards the BGP nexthop. This eBPF plugin is implemented using 134 lines of C code. We do not expect that network operators will replace all the steps of the BGP decision process with eBPF plugins, but use this as our worst-case scenario to evaluate the performance penalty of these eBPF plugins.

We consider the network shown in Figure 9. Router R1 sends a full BGP routing table containing 200k routes. Once router R has accepted all the routes announced by R1, router R2 starts to announce exactly the same routes. Every route sent by R2 must be evaluated by all the steps of the BGP decision process on router R that eventually prefers the new one because of its router-id, i.e., the last step of the BGP decision process.

We consider different variants of our modified version of FRRouting and measure the execution time of the BGP decision process to fully process routes sent by R2. As for evaluating filter performances in Section III-C, we use the same eBPF plugin that monitors the insertion time of each re-advertised prefix in the router FIB. With the vanilla BGP daemon, the dotted blue curve of Figure 8 shows that it takes on average 17.5 seconds to accept all the routes sent by router R2 and install them in the FIB of router R. If we use our modified version of FRRouting that supports eBPF plugins but do not install any of them, router R needs up to 28 seconds to install all the routes sent by R2 in its FIB. Finally, when all the steps of the BGP decision process are implemented as plugins, router R needs almost 34.8 seconds to install the same number of routes in its FIB. We instrumented our code to analyse the reason for this high cost of the pluginized BGP decision process and have identified that the simple linked-list used by the memory allocator of our prototype was the culprit. We are currently rewriting this part of the code and expect that the new memory allocator will improve the performance of the pluginized BGP decision process.

IV. RELATED WORK

Based on feedback from their customers, router vendors have implemented various techniques to control the operation of routing protocols. The Command Line Interface (CLI) is the classical way for network operators to tune the configuration of the routing protocols running on their routers. Some also rely on SNMP MIBs to gather statistics and some simple configuration tasks [27], [34]. Over the years, router vendors have added new techniques to enable their customers to interact with the router software. Some vendors provide scripting facilities [38], [6] and the industry is now heading towards the utilisation of Yang models [8]. However, these approaches do not enable network operators or researchers to extend the underlying protocols.

The eBPF virtual machine has been introduced in the Linux kernel a few years ago. It is now mainly used for configuration and monitoring purposes [19]. Looking at the networking use cases, eBPF is used to provide fast programmable data packet processing [30], improve firewalls [2], implement network services [40], support IPv6 extensions [59], extend TCP [52] or implement Multipath TCP schedulers [20]. We are not aware of applications of eBPF to routing protocols.

In the late nineties active networks were proposed as a solution to bring innovation back inside the network that was perceived as being ossified [51]. Most of the work in this area focused on the possibility of placing bytecode inside network layer packets. This bytecode was then executed by virtual machines running on routers. The idea of placing code inside packets was not adopted by the industry [5], but P4 [3] could be considered as a modern variant of this idea. In the control plane, researchers built upon this idea to propose new solutions such as the 4D architecture [24], the Routing Control Platform that centralises routing [4] or Metarouting [25] that proposed to open the definition of routing protocols using a declarative language.

Although the eBPF plugins proposed in this paper were applied to BGP and OSPF, the same technique could be used with other control plane protocols. There are several ongoing efforts to develop new routing protocols that could benefit from such plugins. Some examples include Facebook’s Open/R routing platform [28] or the protocols that are being designed within the LSVR, RIFT or BABEL IETF working groups.

V. DISCUSSION AND NEXT STEPS

We started the paper by explaining that although standardised routing protocols are important from an interoperability viewpoint in multivendor networks, the need to reach agreements between all these vendors in standardisation bodies delays the deployment of new protocol extensions which hinders innovation. To enable network operators who are responsible for Internet Service Provider networks to innovate more quickly, we have proposed that routing protocols support platform independent protocol plugins that extend them. We have demonstrated how one particular implementation of BGP and OSPF, namely FRRouting, could be extended to support these plugins and thus made one step towards the realisation of our vision. We now discuss several research problems that need to be solved to fully realise this vision.
How to validate plugins? Network operators, notably in enterprise and ISP networks, usually test new versions of the router operating systems in their labs before deploying them in production networks. These tests are intended to prevent problems when new versions of the software are deployed in production. They typically run for days or weeks and are only used before major upgrades. With protocol plugins, network operators will operate in a more agile manner. They could change deployed plugins on a daily basis. However, they are unlikely to perform manual tests with such plugins. A better approach would be to use automated tools that leverage formal methods to validate that the plugins are correct. The Linux kernel, which also includes an eBPF virtual machine, solves this problem by strictly limiting the memory area that eBPF programs can access and the number of instructions that they execute. The latter limitation is being removed to support more complex use cases. Researchers have recently proposed software tools that rely on formal methods to validate such eBPF code [21]. Pluginized QUIC [11], which applies a similar idea to extend the QUIC protocol also uses verification technique to prove that plugins terminate. This is a first step for the validation of plugins.

How can we increase the performance of plugins? Plugin performance should be as close as possible to the performance of native code, but this performance gain should not come at the expense of the safety guarantees. There are two possible directions to improve performance. A first approach is to try to extract as much performance as possible from our modified eBPF virtual machine that runs in userspace. One of the current performance bottlenecks is the memory accesses that are audited by our virtual machine to prevent out-of-bound memory accesses. These checks consume CPU time and affect performance. One possibility to reduce them would be to develop a plugin compiler that ensures that JITed plugins only access authorised memory areas. Such tools exist for standard executables [43]. Another approach would be to replace the eBPF virtual machine with a faster one. Some processor architectures, such as CHERI-MIPS [57], provide such memory checks as built-in assembly instructions. The WebAssembly virtual machine that is being deployed by web browsers could be another alternative [26].

Can we use the same plugin on different implementations? Network operators often use network equipment from multiple vendors. For them, it would be ideal if the same bytecode could be executed on different routers. This is not yet possible with the current version of our prototype, but this could become possible in the future provided that: (i) router vendors agree on including the same virtual machine in their software and (ii) they expose exactly the same API. We believe that this could be possible in the long-term. In different domains, browser vendors have agreed on supporting the WebAssembly virtual machine in their browsers [26] and operating systems vendors have agreed on using the POSIX API. Our next step to reach that goal will be to add the support for plugins in a different BGP/OSPF implementation and then align the API of these two implementations to produce plugins that are implementation dependant. We will then be able to propose a first plugin API for discussion with other vendors and within the IETF.

How should future protocols leverage this extensibility? Most standardised protocols are designed by committees. This process has advantages and drawbacks. By involving more people in their design, the new protocols have a higher probability of meeting the user/operator’s requirements. However, these committees sometimes tend to over specify and add new features that require long discussions before reaching an agreement. The design of an extensible routing protocol could be done differently. A small committee could start with a small set of basic functionalities, a virtual machine and a simple API. Based on these specifications, the community could then openly develop extensions to meet their specific requirements. Instead of trying to match all the expressed requirements, the protocol designers would focus on getting the basic principles of the core protocol right. If some of these extensions become popular or require better performance than the one achievable with virtual machines, they could later be included in a new version of the protocol.

Software artifacts

To encourage other researchers to reproduce and extend our results, our patches to FRRouting version 6 and the scripts required to reproduce our measurements are available at the GitHub repository https://github.com/twirtgen/ pluginized-irrouting.
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